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ABSTRACT 

 
The Rupiah exchange rate against the Yen is one of the most important exchange rates 

in Indonesia since the agreement between the two countries to conduct investment and 

trade transactions using local currency. Exchange rate movements tended to 

strengthen during 2019. In 2020 there was a COVID-19 intervention and there was a 

significant weakening. An intervention is an event that causes a sharp increase or 

decrease in time series data. Intervention analysis is an analysis used on the data 

affected by the intervention by measuring the magnitude of the change in value and 

the duration of the intervention. Intervention analysis research on data on the rupiah 

exchange rate against the yen is still very rarely done. This study aims to apply 

intervention analysis in modeling and forecasting the Rupiah against the Yen 

exchange rate by considering the impact of the COVID-19 intervention. Research 

shows that the COVID-19 intervention on the Rupiah exchange rate against the Yen 

has had a long impact with the best intervention model being ARIMA (4,2,0) with an 

order of intervention (0,1,0). The level of forecasting accuracy using the model is very 

good with a MAPE value of 2.69%. 

 

Keywords: ARIMA, Intervention Analysis, MAPE. 

 

 

INTRODUCTION  

 

The world was shocked by 

COVID-19 in Wuhan at the beginning of 

2020. The COVID-19 virus attacked 

several countries so quickly that the 

World Health Organization (WHO) 

declared COVID-19 a pandemic on 

March 11, 2020 (WHO, 2021). The 

COVID-19 pandemic has not only 

impacted the health sector but also the 

global economy. The International 

Monetary Fund (IMF) announced that 

world economic growth in 2020 

experienced a contraction of 3.5%, which 

was lower than the 1998 Asian monetary 

crisis and the 2009 global financial crisis 

(Muhyiddin & Nugroho, 2021). Global 

financial markets moved erratically and 

caused a bearish Rupiah exchange rate 

from February to March 2020 (Bappenas, 

2020). 

Currency exchange is a country's 

currency that is translated into another 

country's currency (Nurmasari & 

Nur’aidawati, 2021). Important currency 

exchange for Indonesia is the Indonesian 

Rupiah (IDR) to Japanese Yen (JPY). 

This condition is because the Governor of 

Bank Indonesia and the Minister of 

Finance of Japan agreed to trade and 

investment transactions using local 

currency and this has been implemented 

since August 31, 2020(Bank Indonesia, 

2021).  

The Rupiah to Yen exchange was 

stable and experienced a strengthening of 

2.29% in 2019, but temporarily. The 
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Rupiah has been bearish to the Yen since 

February 28 2020 due to public negative 

sentiment towards the increasing cases of 

COVID-19 and the pressure on the 

United States Dollar (USD) causing 

financial market players to sell shares and 

divert investment funds to options that 

are not affected by the global economic 

crisis, those are Yen currency 

(Pransuamitra, 2020).  

 

Uncertain currency movements 

require forecasting to avoid losses, 

commonly known as time series data 

forecasting (Montgomery et al., 2008). 

Time series data forecasting is done by 

analyzing past data to predict future 

values. The method is Box-Jenkins with 

the Integrated Moving Average 

(ARIMA) model developed by George 

E.P. Box and Gwilym M. Jenkins in 1970 

(Cryer & Chan, 2008). The ARIMA 

model was developed to work on non-

stationary data and can be applied to all 

data patterns (Makridakis et al., 1997). 

 

Forecasting the Rupiah to Yen 

exchange can use the ARIMA model, but 

there is the influence of the COVID-19 

pandemic which results in forecasting 

sharp increases using data in the ARIMA 

model to be inaccurate (Wei, 2006). The 

study of time series data analysis shows 

that the bearish Rupiah to Yen exchange 

due to COVID-19 is known as an 

intervention. An intervention is an event 

that causes a strong increase or decrease 

in time series data. 

 

The analysis that can be used to 

analyze time series data where there are 

events affecting the data pattern is 

intervention analysis. Intervention 

analysis is known as step function 

intervention and pulse function 

intervention. The step function 

intervention is an intervention that affects 

data over a long period of time, while the 

pulse function intervention is an 

intervention that affects a short time 

(Wei, 2006). 

 

Many studies using intervention analysis 

have been carried out, namely Etuk's 

research (2017) on the Nigerian exchange 

rate (NGN) against the Yen exchange 

rate due to the economic recession in 

Nigeria (JPY) (Etuk et al., 2017) and 

Zukrianto's research (2021) which also 

using intervention analysis to predict the 

LQ45 Stock Index due to the COVID-19 

pandemic (Zukrianto et al., 2021). Based 

on previous data and explanations, this 

study focuses on modeling and predicting 

the exchange rate of the Rupiah against 

the Yen with the COVID-19 intervention 

using intervention analysis. 

 

METHOD 

 

 In the method section, it is 

explained about Stationarity, ARIMA 

Model, Parameter Significance Test, 

Selection of the Best Model, Residual 

Test, Intervention Model, and 

Forecasting Accuracy Level. 

 

Data 

  

The research uses daily data on the 

Rupiah to Yen exchange for the period 

January 2019 to October 2021. The data 

is obtained from the website 

https://id.investing.com/. The amount of 

data used is 717. The sample is divided 

into data for modeling (data training) and 

data for validation (data testing). Data for 

modeling is 586 samples and validation is 

131 samples. 

 

Stasionerity 

 The assumption of stationarity in 

the time-series analysis consists of 

stationarity in the mean and variance. The 

average stationary data show that the 

average fluctuates at a constant average, 

while the stationary data in the variance 

show that the constant variable value 
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fluctuates over time (Makridakis et al., 

1997). Data that are not stationary in 

variance are handled using a Box-Cox 

transformation, and data that are not 

average are handled by means of 

differentiation (Wei, 2006). 

Check stationarity in variance can 

be seen in through the Box-Cox plot. 

Data that are stationary in variance have a 

lambda value (close to one or between 

the upper and lower bounds of a Box-Cox 

plot containing a value of one (Wei, 

2006). Stationary in mean can be carried 

out through the Augmented Dickey Fuller 

(ADF) test with the hypothesis: 

H0: the data are not stationary in mean 

H1: the data are stationary in mean 

The statistical test is a t-test (Box et al., 

2015): 

 
The test criteria for the ADF test not 

received H0 if   > . 

 

Autocorrelation Functions (ACF) 

 Autocorrelation describes the 

relationship between the values of the 

observed variables (Makridakis et al., 

1997). The autocorrelation function 

(ACF) can be used to view data 

stationarity and identify a provisional 

model for time series data. The formula 

for calculating ACF, is as follows (Wei, 

2006): 

 

 
where 

: autocorrelation coefficient for a lag of 

k periods 

: observation value at the time t 

: mean of the values of the series 

: observation value at the  

: total number of observations 

 

Partial Autocorrelation Functions 

(PACF) 

 

 Partial autocorrelation is used to 

measure the degree of relationship 

between variable values  and variable 

eliminating values  after eliminating 

the effect of its dependence on  

 (Cryer & Chan, 

2008). The formula for calculating PACF 

is as follows (Wei, 2006): 

 

 
where 

: partial autocorrelation coefficient for 

a lag of k periods 

: estimated value at the time t 

: estimated value at the time   

 

ARIMA Model 

 

The ARIMA model uses past and 

present data from the dependent variable 

to predict future periods and does not use 

independent variables (Yunita, 2019). 

The model developed from AR, MA, and 

ARMA is used for stationary time series 

data, whereas the ARIMA model is used 

for non-stationary time series data; 

therefore, differentiation must be made to 

achieve stationarity. The differencing 

process is denoted so that the ARIMA 

model is denoted by ARIMA (p,d,q) 

(Wei, 2006): 

 

   

where 

: observation value at the time t 

: residual value at the time t 

: autoregressive parameter 

: moving average parameter 

: process of differencing with 

orde-  

: orde autoregressive 

: orde moving average 

The pattern formed on the ACF and 

PACF plots for the ARIMA(p,d,q) model 

is shown in table 1. 
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Table 1. Identification ARIMA Model 

based on ACF and PACF Plots 

 ACF PACF 

AR(p) Drop 

exponentially 

Cut off after 

lag p 

MA(q) Cut off after 

lag ke-p 

Drop 

exponentially 

AR(p) 

 atau  

MA(q) 

Cut off after 

lag ke-p 

Cut off after 

lag ke-q 

ARM

A(p,q) 

Drop 

exponentially 

Drop 

exponentially 

 

Parameter Significance Test 

 

The parameter significance test was 

carried out through the t-test. The 

hypothesis of the t-test, is as follows 

(Makridakis et al., 1997): 

 

H0:  = 0 (Parameters suspected in the 

model are not significant) 

H1:  0 (Parameters suspected in the 

model are significant) 

The statistical test is written as follows: 

 

 
  

where 

: estimated value of parameters 

: standard error of   

: total number of observations 

The test criterion is to reject H0 if  > 

. 

 
Model Selection 

 

The selection of the best model 

can also comparing the Mean Square 

Error (MSE), Akaike's Information 

Criterion (AIC) and Bayesian 

Information Criterion (BIC) values with 

the criteria for the best model being the 

model with the smallest MSE, AIC and 

BIC values. The calculation of the 

criterion value is as follows (Hanke & 

Winchern, 2014): 

 

 

 
where 

: observation value at the time t 

: estimated value at the time t 

: total number of observations  

: residual sum of squares divided by 

the number of observations 

: total number of parameters 

 

Residual Assumptions Test 

 

There are two assumptions that 

must exist, namely the assumption of 

white noise residuals and normally 

distributed residuals. The residual white 

noise assumption test is used to check 

whether the residuals from the model 

formed are not correlated with each other. 

Check assumptions using the Ljung-Box 

test with the hypothesis as follows (Wei, 

2006): 

H0: there is no autocorrelation on lag 

 
H1: there is autocorrelation on lag 

 
The statistical test is written as follows: 

 

 

where 

: total number of observations 

: sum of lags 

: lag difference 

: autocorrelation coefficient for a lag of 

k periods 

The test criterion is to reject H0 if Q > 

. 

Normal distribution assumption test 

is used to check that the residuals of the 

model are normally distributed. 

Examination of assumption using the 

Kolmogorov Smirnov test with the 
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hypothesis written as follows (Daniel, 

1990): 

H0: Residuals are normally distributed  

H0: Residuals are not normally 

distributed 

The statistical test is written as follows: 

|   

where 

: maximum value of  

: Cumulative distribution function of 

the hypothesized distribution 

: empirical distribution function of 

observed data 

The test criterion is to reject H0 if  > 

. 

 

Intervention Analysis 

 

Intervention analysis is a method 

for solving the effects of interventions on 

time series data. The purpose of the 

intervention analysis is to measure the 

impact of the intervention and predict the 

data affected by the intervention 

(Makridakis et al., 1997). Models for 

analysis the intervention is written as 

follows (Box et al., 2015): 

 

  

and 

 =  

 =  

where 

: observation value at the time t 

: intervention variable at the time t 

: time delay of the intervention effect 

: time of influence of intervention since 

the period 

: data patterns after the period 

: residual at the time t 

: autoregressive parameter 

: moving average parameter 

: process of differencing with 

orde-  

: orde autoregressive 

: orde moving average 
 

 

Forecasting Accuracy Rate 

  

The level of accuracy of prediction 

results using the selected model can be 

solved by calculating the Mean Absolute 

Percentage Error (MAPE). The value 

calculation is as follows (Hanke & 

Winchern, 2014): 

 

  

where 

: observation value at the time t 

: estimated value at the time t 

: total number of observations 

 The MAPE value that has been 

obtained is then used to determine the 

level of forecasting ability of the model 

used as shown in table 2 (Chang et al., 

2007).   

Table 2. Accuracy Criteria of MAPE 

MAPE 

Value 

Forecasting 

< 10% Excellent 

10% - 20% Good 

20% - 50% Enough 

> 50% Inaccurate 

 

Intervention Analysis Procedure 

 

Research analysis using the 

procedure: 

1. Exploring Rupiah to Yen exchange 

data using a time series plot. 

2. Grouping all data into two parts, 

namely training and data testing. 

3. Grouping the training data into two 

parts, namely data before and after the 

intervention occurred until the last data. 

a.The first part of the data starts from 

the first observation data (T=1) to 

data before the intervention (T=303), 

namely data from January 1 2019 to 

February 27 2020. 

b. The second part of the data starts 

from data before the intervention 

(T=304) to the last observation data 
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(T=586), namely data from 28 

February 2020 to 23 April 2021. 

4. Create an ARIMA model before the 

intervention using the training data in 

part one. 

a. Test the stationarity of the mean 

and variance of time series data. 

b. Identification of the provisional 

model by observing the ACF plot and 

PACF plot. 

c. Estimate the parameters in the 

provisional model. 

d. Perform a significance test on the 

parameters of the intervention model 

e. Determine the best model by 

paying attention to the smallest MSE, 

AIC, and BIC values. 

f. Test the assumption of residual 

white noise and test the assumption of 

normal distribution on the best model. 

g. Prediction using the best model. 

5. Define the Intervention model using 

the training data in part two. 

a. Calculate the residual value 

obtained by the difference between 

the forecasting results of the ARIMA 

model before the intervention and the 

actual data in the second part. 

b. Identify the order value (b, r, s) by 

looking at the residual graph. The 

order b response states the time the 

intervention began to occur, the 

orders states the length of time the 

intervention effect has occurred since 

period b, and the order r states the 

data pattern that was formed after the 

b+s period. 

c. Estimate the parameters in the 

intervention model. 

d. Check the significance of the 

parameters of the intervention model. 

e. Determine the best intervention 

model. 

f. Test the assumption of white noise 

residuals and test the assumptions of 

normally distributed residuals in the 

intervention model. 

g. Prediction of Rupiah to Yen 

exchange using selected intervention 

models. 

5. Measure the accuracy of the 

forecasting results of the selected 

intervention model by calculating the 

MAPE value using test data and 

forecasting data from the intervention 

model. 
 

RESULT AND DISCUSSION 

 

Data intervention began on 

February 28 2020 due to negative 

sentiment from the public's response to 

the increasing number of COVID-19 

cases and pressure on the dollar (USD) 

which had the effect of a massive sell-off 

of stocks. This situation has an impact on 

the global stock market economy. The 

Yen currency experienced a sharp 

appreciation which caused the currencies 

of a number of countries to be 

significantly bearish to Yen currency, 

including the rupiah (Pransuamitra, 

2020). 

 
Figure 1. Plot of the Rupiah Exchange to 

Yen for the period January 1, 2019 - 

April 23, 2021 

 

Stationarity 

 

Box Cox plot in figure 2 shows 

that the lambda value (  is 1,7491 > 1 so 

there is no need to transform because it is 

already stationary for the variance, while 

the results of the Augmented Dickey 

Fuller test in table 3 show a p-value of 

0,4195 > 0,05 so there is not enough 

evidence to reject H0 which means the 
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data are not stationary with respect to the 

average. 

 
Figure 2. Box-Cox Plot Before 

Intervention 

The results of the ADF test in 

table 3 show a p-value 0,01 < 0,05 than 

so reject H0 which means that the data is 

stationary with respect to the average, but 

there is no significant lag so it cannot be 

used to identify the model. The results 

ADF of the test for the 2nd differencing 

also show that the data are stationary with 

respect to the average, so that it can be 

used to identify the ARIMA model. 

Table 3. ADF Test 

ADF Test p-value 

 Before differencing 0,4195 

First Differencing  0,01 

Second Differencing 0,01 

 

ARIMA Model 

 

 Stationary data with variance and 

mean can be used to identify a temporary 

ARIMA model through the ACF and 

PACF plots shown in Figure 3 and Figure 

4. The data before the 2nd differencing 

intervention on the ACF and PACF plots 

shows a significant lag so that it can be 

used to identify the model. The patterns 

on the two plots form a cut-off pattern so 

that the model obtained is 

ARIMA(1,2,0), ARIMA(2,2,0), 

ARIMA(3,2,0), ARIMA (4,2,0), and 

ARIMA(0,2,1). 

 
Figure 3. Plot of ACF Data before the 

second Differentencing Intervention 

 
Figure 4. PACF Plot Data Before the 

second Differentencing Intervention 

Parameter Significance Test for 

ARIMA Model 

The model that can be used for the next 

process is a model where all parameter 

values are significant. The estimated 

value and significance test of parameters 

can be seen in table 4. The result is that 

all temporary ARIMA models have 

significant parameter values because the 

p-value < 0.05 so that they can be used 

for further processing. 

 

Table 4. Estimation and Test of 

Parameters  
Model Parameter p-value 

ARI (1,2) =-0,412 2,220e-15 

ARI (2,2) 
 = -0,572 

 = -0,361 

0 

1,718e-10 

 

ARI (3,2) 
 = -0,685 

 = -0,559 

 = -0,328 

0 

0 

1,518e-8 

 

 

ARI (4,2) 

 = -0,739 

 = -0,652 

 = -0,461 

 = -0,189 

0 

0 

7,702e-11 

1,613e-3 

IMA (2,1)  = -0,999 0 
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Model Selection 

  

 The results of the temporary 

model criteria values are shown in table 

5. The result is the best model is the 

ARIMA model (0,2,1) so that the model 

used next is the ARIMA model (0,2, 1), 

but this model does not match the 

residual assumptions when forming the 

intervention model so that the model used 

next is the ARIMA model (4,2,0) where 

the model has the second smallest MSE, 

AIC, and BIC values. 

 

Table 5. MSE, AIC, and BIC Values 
Model MSE AIC BIC 

ARI (1,2) 0,557 684,58 691,99 

ARI (2,2) 0,490 648,42 659,54 

ARI (3,2) 0,443 620,06 634,89 

ARI (4,2) 0,428 612,28 630,82 

IMA (2,1) 0,379 573,86 581,27 

 

Residual Assumptions Test for 

ARIMA Model 

 

The Ljung-Box test results in 

table 6 for the ISPA model (4.2) show a 

p-value of 0.9908 > 0.05 so there is not 

enough evidence to reject H0, which 

means the model matches the assumption 

of residual white noise, while the 

Kolmogorov- Smirnov shows a p-value 

of 0.4335 > 0.05 so it is impossible to 

reject H0, which means that the model 

matches the assumption that the residuals 

are normally distributed. 

 

Table 6. Residual Assumptions Test for 

Model ARIMA (4,2,0) 
Residual Assumptions p-value 

Ljung-Box 0,9908 

Kolmogorov-Smirnov 0,4335 

 

Intervention Model 

 

The order of intervention is 

identified through the residual response 

graph which is obtained by calculating 

the residual value between the actual data 

after the intervention and the ARIMA 

model forecasting data (4,2,0). The 

residual response graph can be seen in 

Figure 5. 

 
Figure 5. Residual Response 

 

The pattern formed in Figure 5 is 

a gradual permanent pattern and has a 

long period of time so that the 

intervention function used is a step 

function. The significant limit on the 

residual response graph is or equal to 3 

(0,6559) = 1,9677, the lag that comes out 

the first time is the lag at the intervention 

point (T = 304) so that order b = 0, the 

length of time the intervention affects the 

data until it returns to decline is s = 0,1 

and the pattern of the residuals forms an 

exponential pattern so that order r = 1. 

The temporary intervention model 

formed is the ARIMA model (4,2,0) with 

an order of intervention (0,1,0) and an 

order of intervention (0,1,1). 

 

Parameter Significance Test for 

Intervention Model 

 

 The results in table 7 show that 

the parameter estimates in the ARIMA 

model (4,2,0) with an intervention order 

(0,1,0) have a p-value < 0,05 so that all 

parameters are significant, whereas in the 

ARIMA model (4,2,0) with an order of 

intervention (0,1,1) there is one 

parameter with a p-value > 0,05 so that 

the parameter is not significant. Based on 

these results, the intervention model that 

can be used for the next process is the 
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ARIMA step function intervention model 

(4,2,0) with order (0,1,0). 

 

Table 7. Estimation and Test of 

Parameters 
Model Parameter p-value 

ARIMA 

(4,2,0) 

Intervention 

order 

(0,1,0) 

 = -0,742 

 = -0,569 

 = -0,232 

 = -0,232 

 = 1,936 

 = -0,570 

< 2,2e-16 

< 2,2e-16 

1,864e-14 

1,635e-08 

1,199e-05 

6,351e-06 

ARIMA 

(4,2,0) 

Intervention 

order 

(0,1,1) 

 = -0,745 

 = -0,332 

 = -0,118 

 = -0,089 

 = 4,432 

 -2,18 
 = 1,006 

< 2,2e-16 

9,175e-09 

0,034 

0,046 

0,004 

0,134 

< 2,2e-16 

 

Residual Assumptions Test for 

Intervention Model 

 

The Ljung-Box test results in table 

8 for the ARIMA model (4,2,0) with 

intervention order (0,1,0) show that the p-

value is 0,7351 > 0.05 so there not match 

to reject H0, which means that the model 

meets the assumption of residual white 

noise, while the Kolmogorov-Smirnov 

test results show a p-value of 0,0602 > 

0,05 so there is not match to reject H0 

which means that the model meets the 

assumption of normally distributed 

residuals. The ARIMA model (4,2,0) 

with an intervention order (0,1,0) has 

match all the residual assumptions so that 

the model is feasible to use in 

forecasting. 

  

Table 8. Residual Assumptions Test for 

Intervention Model 

Residual Assumptions p-value 

Ljung-Box 0,7351 

Kolmogorov-Smirnov 0,0602 

 

Accuracy of Forecasting 

 

The overall forecasting results can 

be seen in Figure 6. The pattern formed 

on the plot shows that the Rupiah 

exchange to Yen moves quite fluctuating 

with values ranging from 121,63 to 

137,70. The average forecasting value is 

132.52 with the smallest value occurring 

on October 25, 2021 and the largest value 

occurring on June 4, 2021. 

 
Figure 6. Intervention Model Forecasting 

The accuracy of the step function 

intervention model (4,2,0) with the order 

of intervention (0,1,0) is measured by 

calculating the MAPE value shown in 

table 9. The MAPE value for forecasting 

results is 2,69%, which means the model 

is very good for use in forecasting 

because it has a MAPE value of <10%. 
 

Table 9. Forecasting Accuracy Rate of 

Intervention Model 

 MAPE Value 

Testing Data 2,69% 

 

CONCLUSION 

 

The intervention model selected 

for forecasting is the ARIMA model 

(4,2,0) with an order of intervention 

(0,1,0). Forecasting results using this 

model for the period April 26, 2021, to 

October 25, 2021, tended to fluctuate 

with values ranging from 121,63 137,70. 

The level of accuracy of the forecasting 

results has a MAPE value of 2,69% so 

the model can be said to be very good in 

forecasting. Suggestions for further 
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research include conducting multi-input 

intervention analysis research by 

considering several economic factors to 

obtain a more accurate forecasting model. 

 

REFERENCES 

 

[BPS] Badan Pusat Statistik. (2018). 

Nilai Tukar Valuta Asing di 

Indonesia 2017. Retrieved February 

20, 2022, from 

https://www.bps.go.id 

Bank Indonesia. (2021). Bank Indonesia 

dan Kementerian Keuangan Jepang 

Perkuat Kerja Sama Penyelesaian 

Transaksi dengan Mata Uang Lokal 

Kedua Negara. Retrieved February 

26, 2022, from 

https://www.bi.go.id/id/publikasi/rua

ng-media/news-

release/Pages/sp_2319121.aspx 

Bappenas. (2020). Perkembangan 

Ekonomi Indonesia dan Dunia untuk 

Triwulan I 2020. Bappenas RI, 4(1), 

1–80. 

Box, G. E. P., Jenkins, G. M., Reinsel, G. 

C., & Ljung, G. M. (2015). Time 

series analysis : forecasting and 

control (Fifth). John Wiley & Sons. 

Chang, P. C., Wang, Y. W., & Liu, C. H. 

(2007). The development of a 

weighted evolving fuzzy neural 

network for PCB sales forecasting. 

Expert Systems with Applications, 

32(1), 86–96. 

https://doi.org/10.1016/j.eswa.2005.

11.021  

Cryer, J. D., & Chan, K.-S. (2008). Time 

Series Analysis: With Applications 

to R (Vol. 2). Springer.  

Daniel, W. W. (1990). Applied 

nonparametric statistics (2nd ed.). 

PWS–Kent Publishing Company. 

Etuk, E. H., Onyeka, G. N., & Leesie, L. 

(2017). Intervention Analysis of 

Daily Yen/Naira Exchange Rates. 

6(1), 41–49. 

Hanke, J. E., & Winchern, D. (2014). 

Business Forecasting (ninth). 

Pearson Education Limited. 

Makridakis, S. G., Wheelwright, S. C., & 

Hyndman, R. J. (1997). 

Forecasting : methods and 

applications (Vol. 3). John Wiley & 

Sons. 

Montgomery, D. C., Jennings, C. L., & 

Kulahci, M. (2008). Introduction to 

Time Series Analysis and 

Forecasting. John Wiley & Sons.  

Muhyiddin, M., & Nugroho, H. (2021). A 

Year of Covid-19: A Long Road to 

Recovery and Acceleration of 

Indonesia’s Development. Jurnal 

Perencanaan Pembangunan: The 

Indonesian Journal of Development 

Planning, 5(1), 1–19. 

https://doi.org/10.36574/jpp.v5i1.18

1 

Nurmasari, I., & Nur’aidawati, S. (2021). 

The Effects of Inflation, Interest 

Rates and Exchange Rates on 

Composite Stock Price Index During 

the Covid-19 Pandemic. Jurnal 

Mandiri : Ilmu Pengetahuan, Seni, 

Dan Teknologi, 5(2), 77–85. 

https://doi.org/10.33753/mandiri.v5i

2.178 

Pransuamitra, P. (2020). Rupiah Bangkit 

Dari Level Terlemah Sepanjang 

Sejarah vs Yen. Retrieved February 

24, 2022, from 

https://www.cnbcindonesia.com/mar

ket/20200326143927-17-

147694/rupiah-bangkit-dari-level-

terlemah-sepanjang-sejarah-vs-yen 

Wei, W. W. S. (2006). Time Series 

Analysis: Univariate and 

Multivariate Methods Second 

Edition. In Pearson Education, Inc. 

WHO. (2021). WHO/Europe | 

Coronavirus disease (COVID-19) 

outbreak - About the virus. 

Retrieved May 18, 2022, from 

https://www.euro.who.int/en/health-

topics/health-

emergencies/coronavirus-covid-

19/novel-coronavirus-2019-ncov 

Yunita, T. (2019). Peramalan Jumlah 



Intervention Analysis of Modeling,...Anjuita, Widyanti R. and Dania S.,...Sainmatika,...Volume 20,...No.1,...June 

2023,...47-57 

 

 

p-ISSN 1829 586X                       57 
e-ISSN 2581-0170 

Penggunaan Kuota Internet 

Menggunakan Metode 

Autoregressive Integrated Moving 

Average ( ARIMA ). Journal of 

Mathematics: Theory and 

Applications, 1(2), 16–22. 

Zukrianto, S. A., Widyanti Rahayu, & 

Siregar, D. (2021). Peramalan 

Indeks Saham LQ45 pada Masa 

Pandemi COVID-19 Menggunakan 

Analisis Intervensi. Jurnal Statistika 

Dan Aplikasinya, 5(2), 251–259. 

https://doi.org/10.21009/jsa.05213 

  

 


